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Functional MRI (fMRI) studies have shown that low-frequency (<0.1
Hz) spontaneous fluctuations of the blood oxygenation level de-
pendent (BOLD) signal during restfulwakefulness are coherentwith-
in distributed large-scale cortical and subcortical networks (resting
state networks, RSNs). The neuronal mechanisms underlying RSNs
remain poorly understood. Here, we describe magnetoencephalo-
graphic correspondents of two well-characterized RSNs: the dorsal
attention and the default mode networks. Seed-based correlation
mapping was performed using time-dependent MEG power recon-
structed at each voxelwithin thebrain. The topography ofRSNs com-
puted on the basis of extended (5 min) epochs was similar to that
observedwith fMRI but confined to the samehemisphere as the seed
region. Analyses taking into account the nonstationarity of MEG
activity showed transient formation of more complete RSNs, includ-
ingnodes in the contralateral hemisphere. Spectral analysis indicated
that RSNs manifest in MEG as synchronous modulation of band-
limitedpowerprimarilywithin thetheta, alpha,andbetabands—that
is, in frequencies slower than those associatedwith the local electro-
physiological correlates of event-related BOLD responses.

resting state networks | default mode network | dorsal attention
network | functional MRI

The existence of resting state networks (RSNs) is now a well-
established fMRI phenomenon (1). The basic finding is that in

awake, quietly resting humans, spontaneous, slow (<0.1 Hz) fluc-
tuations of the blood oxygen level dependent (BOLD) signal are
temporally coherent within widely distributed functional networks
closely resembling those evoked by sensory, motor, and cognitive
paradigms (2). Interindividual differences in RSN properties may
correlate with cognitive abilities both in health (2) and disease (3).
Thus, correlated spontaneous neural activity in distributed brain
networks represents a fundamental aspect of brain physiology and
psychology. Though there is significant evidence linking stimulus-
evoked BOLD responses, activations and deactivations both (4),
and changes in local field potential (LFP) power, especially in the
gamma (40-160 Hz) band, data bearing on the electrophysiological
correlates ofRSNs are scarce.Recent electrocorticography (ECoG)
recordings in human subjects have shown a relationship between
the topography of a sensory-motorRSNand slow cortical potentials
(5). Slow (∼0.1 Hz) fluctuations of the band-limited gamma power
have been also reported as an electrophysiological correlate of
BOLD signal fluctuations between brain areas within (5, 6) and
across hemispheres in both humans (7) and monkeys (8). Though
invasive recordings of electrophysiological activity in animals (8)
or humans undergoing surgical management of epilepsy (5, 7) pro-
videhigh spatial and temporal resolution andspecificity, they arenot
ideal for the studyof large-scaleRSN inhealthy volunteers.Not only
are these methods invasive, but recordings through grids or elec-
trodes grids typically cover only a small fraction of the cortical sur-
face. Here we explore magnetoencephalography (MEG) to study
the electrophysiological correlates of RSNs. MEG noninvasively
records from outside the scalp the magnetic field variations induced

by synaptic currents, which is the same physiology underlying LFPs
(9). Although theMEG spatial resolution is limited (on the order of
severalmillimeters), and themethodhasa low signal to noise, it does
offer millisecond-scale temporal resolution and, most importantly
for RSN studies, whole-head coverage (9). We focus on the dorsal
attention network (DAN) and the default mode network (DMN),
two of the most robust and well-studied RSNs that have been
associated opposed functionality (externally vs. internally oriented
cognition, respectively) (10).

Results
Stationary fMRI and MEG Resting State Networks. Seed-based resting-
state fMRI correlationmaps of theDANandDMNwere generated
as in ref. 11 by computing the conjunction voxel-wise of temporal
correlation maps calculated using different seed regions (Table S1
and SI Text). Main regions of the DAN bilaterally include anterior
and posterior intraparietal sulcus (pIPS), the intersection of pre-
central and superior frontal sulcus (human FEF), and the middle
temporal area (MT; Fig. 1, fMRI). The main regions of the DMN
include left and right angular gyrus (LAG, RAG), left precuneus/
posterior cingulate (LPCC), anterior temporal, and left and right
medial prefrontal cortex (L/R MPFC; Fig. 2, fMRI). The two net-
worksareanticorrelatedafter removal of a global signal before seed-
based correlation mapping (12). For the MEG analyses, we used a
similar approach, computing correlation maps using source-space,
wide-band (1-150 Hz) power time series. MEG correlation seeds
were selected on the basis of fMRI (see Materials and Methods
and SI Text). For the DAN, we observed significant local correla-
tionnear the seed (LpIPS) anddistant correlationwithother regions
in the DAN of the same hemisphere, but not with regions in the
opposite hemisphere or outside of the DAN. ANOVA of the
Pearson’s r over multiple regions of the DAN, localized by fMRI
correlationmapping, showed statistically significant correlationonly
with left FEF (P< 0.0001) and left ventral IPS (LvIPS;P< 0.000001;
Fig. 1, StationaryMEG).When the analysis was repeated with right
pIPS as the seed, we obtained a similar topography with significant
correlation in right FEF and right vIPS, but no correlation in the
DAN left hemisphere or elsewhere in the brain (Fig. S1A). Inter-
estingly, there was no evidence of negative correlation between
DAN and DMN as seen in fMRI (13) (see discussion in SI Text).
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This pattern of intrahemispheric correlation cannot be explained
by local blurring of signal due to volume conduction. First, although
LvIPS is close to LpIPS [vector distance (VD) = 19 mm], FEF is
farther away (VD = 55 mm), well within the spatial resolution of
MEG. Second, we directly measured correlation along a trajectory
connecting LpIPS to LFEF and found local minimum near the
central sulcus (Fig. 1 and Fig. S1B).
We carried out a similar analysis for theDMNusing LAGas the

seed. Again we found significant correlation with other regions in
the same hemisphere: left superior frontal sulcus (LSFS; P <
0.05), left posterior cingulate (LPCC; P < 0.001), and left retro-
splenial cortex (LRS; P< 0.001), but not with homologous regions
in the right hemisphere, or other regions outside theDMN (Fig. 2,
Stationary MEG). Most of the regions of the DMN showing
correlation with LAG were distant (LSFS, VD = 84 mm; LPCC,
VD = 45 mm; RS, VD = 52 mm).
In summary, the topography of interregional MEG power cor-

relation obtained under the assumption of temporal stationarity
was similar to fMRI correlation maps in the hemisphere ipsilateral
to the seed. However, robust interhemispheric correlation between

homologous regions, as typically observed in resting state fMRI
(14), was not observed in the MEG data. This discrepancy cannot
be attributed to differences in temporal frequency content of the
time series used for the correlation analyses. Convolution of the
MEG power time series with a canonical hemodynamic response
function (HRF) (15, 16) generated only a spatially blurred version
of the original results (Fig. S1C).

Nonstationary MEG Resting State Networks. To investigate differ-
ences in RSN topography between MEG and fMRI, we examined
the temporal dynamics of power fluctuations between various
network nodes. Figure 3A shows prototypical MEG power time
series from the four principal nodes of the DAN (L/R pIPS, L/R
FEF) recorded over a 5-min run in one subject (Fig. 3A). Com-
mon fluctuations involving all four nodes can be discerned on a
scale of minutes. However, on a finer temporal scale, it is apparent
that periods of high correlation (e.g., between 10–20 s) alternate
with periods of low correlation (e.g., between 208–218 s). This
finding suggests that power fluctuations within a network are
nonstationary.

Fig. 1. Dorsal attention network. (Left) fMRI connectivity. A group conjunction map was obtained as in ref. 11 by combining voxel-wise individual temporal
correlation maps of BOLD signal time series obtained from the four main nodes of the DAN (coordinates listed in Table S1). The map shows voxels with
significant temporal correlation in at least three of four seeds. The represented quantity is seed count. (Center) Stationary MEG connectivity. Group average
temporal correlation map of wide-band (1-150 Hz) power time-courses obtained from averaging individual temporal correlation maps obtained from seeding
LpIPS, one of the core nodes of the DAN. The represented quantity is Pearson’s r, and only values above the average correlation in the whole brain (r = 0.7) are
displayed. (Right) Nonstationary MEG connectivity using MCW algorithm (seed, LpIPS; external node, RSFG). The represented quantity is a t statistic com-
paring voxelwise correlation with the seed vs. the mean correlation of the seed with the rest of the brain. pIPS, posterior intraparietal sulcus; FEF, frontal eye
field; vIPS, ventral intraparietal sulcus; MT, middle temporal.

Fig. 2. Default mode network. (Left) fMRI conjunction maps obtained as in Fig. 1 corresponding to the DMN nodes. (Center) Stationary MEG connectivity
obtained as in Fig. 1 (seed, LAG). Only values above the average correlation in the whole brain (r = 0.6) are reported. (Right) Nonstationary MEG connectivity
using MCW algorithm (seed, LAG; external node, RSFG). L/R AG, angular gyrus; LPCC, left posterior cingulate cortex; L/R MPFC, medial prefrontal cortex; LRS,
retrosplenial; L/R SFS, superior frontal sulcus; LHIP, left hippocampus.

de Pasquale et al. PNAS | March 30, 2010 | vol. 107 | no. 13 | 6041

N
EU

RO
SC

IE
N
CE

D
ow

nl
oa

de
d 

at
 P

al
es

tin
ia

n 
T

er
rit

or
y,

 o
cc

up
ie

d 
on

 N
ov

em
be

r 
26

, 2
02

1 

http://www.pnas.org/cgi/data/0913863107/DCSupplemental/Supplemental_PDF#nameddest=sfig01
http://www.pnas.org/cgi/data/0913863107/DCSupplemental/Supplemental_PDF#nameddest=sfig01
http://www.pnas.org/cgi/data/0913863107/DCSupplemental/Supplemental_PDF#nameddest=st01


www.manaraa.com

Figure 3B shows interregional correlation time series evaluated
over a sliding 10-s window. An LpIPS seed is paired with other
nodes within the DAN (RpIPS, L/R FEF), as well as with a region
outside the DAN (right superior frontal gyrus, RSFG; Table S1).
Regions within the DAN generally show stronger correlation than
when LpIPS is paired with the external region. Again, intrahemi-
spheric correlation (e.g., LpIPS-LFEF) is generally stronger than
interhemispheric correlation (LpIPS-RFEF or LpIPS-RpIPS), as
previously shown in the group-average correlation maps (Fig. 1). A
critical feature evident in Fig. 3B is that MEG power time series
interregional correlations fluctuate on a time scale on the order of
tens of seconds, unlike BOLD interregional correlations, which are
more stationary.
Based on these observations, we reasoned that nonstationarity

may be responsible for the restricted intrahemispheric topography
observed in MEG correlation maps, and thus more complete
bilateral MEG networks will be observed on selected temporal
epochs. To test this hypothesis, we examined the spectral properties
of interregional correlations. Autospectra (Fig. 3C) and total in-
terdependence, a measure of the internodal coherence (Fig. 3D,
ref. 17, and SI Text), were computed for each subject on the prin-
cipal nodes of theDAN (L/R pIPS; L/R FEF) andDMN (L/RAG;
LPCC;LMPFC), and then averaged across subjects. Bothmeasures

displayed a 1/f-like spectral distribution, with the interdependence
showing a moderate peak around 0.1 Hz for both DAN and DMN.
Accordingly, 10 s (the reciprocal of 0.1 Hz) was chosen as the
window duration for computing interregional power correlation (SI
Text). To this aim, we developed the maximal correlation window
(MCW) algorithm, which iteratively locates epochs in which the
correlation between a seed region (e.g., LpIPS) and a subset of
network nodes is high while, concurrently, the correlation with a
region outside of the network is minimal (Materials and Methods
and SI Text). An example of such temporal window is highlighted in
yellow in Fig. 3B. The hypothesis is that other nodes within a net-
work will be more coherent in temporal windows in which some of
the component nodes show strong correlation. This procedure was
applied to all 30 runs recorded in all 13 subjects. For each MCW, a
whole-brain temporal correlation map was computed with the seed
region. In each subject, maps derived from all MCWs were aver-
aged, and a random effects statistical test assessed significance
across subjects (SI Text).
The MEG power correlation map for the DAN computed using

epochs selected by the MCW algorithm (seed, LpIPS; within-RSN
nodes presented to the MCW algorithm, {RpIPS, LFEF, RFEF};
external node, RSFG) is shown in Fig. 1, Nonstationary MEG.
Significant correlation was observed not only near the seed and

Fig. 3. (A) Wide-band MEG power time series (Eq. 2) for the main nodes in the DAN (LpIPS, RpIPS, LFEF, and RFEF). (B) Correlation time series pairing LpIPS
with other nodes in the DAN and one region outside of the DAN (RSFG). The represented quantity is rsjðtÞ (Eq. 3; Tr ¼ 10sec) evaluated at time increments of
0.2 s. (C) Power spectral densities (PSD) of wide-band power (Eq. 2) in DAN and DMN nodes averaged across sessions and subjects. (D) Total interdependence
measure (SI Text) for DAN and DMN on a semilog scale.
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other nodes supplied to the MCW procedure, but also with several
bilateral DAN regions (LMT, RMT, LvIPS, RvIPS) that were not
used for epoch selection (Table S2, Dorsal Attention Network 1).
The same regions also showed significant correlation when a dif-
ferent external node (LMPFC2) was used as control, hence when a
different set of temporal windows was selected by the MCW al-
gorithm (Fig. S2A and Table S2, Dorsal Attention Network 2).
A similar analysis assuming nonstationarity was conducted for

the DMN (seed, LAG; within-network nodes presented to the
MCW algorithm, {RAG, LPCC, LMPFC}; external node, RSFG
or RFEF). Significant correlation was observed bilaterally in many
DMN regions not used for epoch selection: left and right retro-
splenial cortex (RS), left superior frontal sulcus (LSFS), right
medial prefrontal cortex (RMPFC), left inferior temporal gyrus,
and left hippocampus (LHIP) (Fig. 2, Nonstationary MEG; Fig.
S2B; and Table S2, Default Mode Network 1 and 2). In general,
MCW-selected epochs yieldedMEGpower time series correlations
that were more bilateral and more similar to fMRI RSNs.
To assess the spatial similarity of MEG and fMRI results, a

nonparametric test based on Spearman rank correlation as in ref. 5
compared covariance structures obtained by both methods. This
test was applied to selected slices of the brain containing the prin-
cipal nodes of each RSN (see SI Text for details). Significant cor-
respondence (P < 0.05) was obtained in all subjects for each of the
selected slices (for a representative result, see Fig. S3). Additional
control analyses examined the variability of the nonstationary cor-
relation within a network (Fig. S4A), the spatial specificity of the
MCW maps (Fig. S4B), and verified that the MCW procedure did
not artificially build RSNs (SI Text and Table S3).

Index of Network Correlation. The demonstration of nonstationary
RSNs raises questions concerning network dynamics. As a pre-
liminary analysis of this issue, the prevalence of within-network
correlation was contrasted with the prevalence of across-network
correlation. Thus, for a selected seed region, the index of network
correlation quantified the fraction of epochs in which within-
network correlation was significantly greater than the correlation
with the external node (Materials and Methods and SI Text). The
nodes were the same as those used in the MCW analysis. In both
the DAN and the DMN (Fig. S4C), the seed was rarely (<10%
of the time) more correlated with the external node than with
each of the network nodes. In the DAN, significant correlation
occurred the most frequently intrahemispherically (LpIPS-LFEF;
index = 0.71); next, interhemispherically between homologous
region pairs (LpIPS-RpIPS; index = 0.67); finally, least fre-
quently, interhemispherically between nonhomologous regions
(LpIPS-RFEF; index = 0.38). In other words, and notwith-
standing nonstationarity, within-network correlation generally is
greater than cross-network correlation. Thus, networks are always
at least partially engaged. Within a network, intrahemispheric
correlation is greater than interhemispheric correlation.

MEG RSN Dependence on Frequency Band. Previous ECoG studies
(5, 7) and theoretical considerations (18) suggest that long-range
and local synchronization are differentially reflected at low and
high frequencies, respectively. To examine whether MEG RSNs
depend on the frequency content of the signal, correlationmapping
was performed with power restricted to the following bands: theta
(3.5–7 Hz), alpha (8-13 Hz), beta (14-25 Hz), and gamma (27-70
Hz). In analyses assuming stationarity, band-limited topography for
both the DAN and the DMN (Fig. S5) was generally similar for
most frequencies to that obtained with wide-band power. However,
no correlation extending outside the seed region was detected with
power restricted to the gamma band. An ANOVA of correlation
coefficients with band (theta, alpha, beta, gamma) as factor showed
stronger correlation in alpha, and weaker correlation in gamma in
both the DAN and the DMN (Fig. S6 A and B).

In analyses of band-limited power correlation taking nonsta-
tionarity into account, sharper DAN topography (seed, LpIPS;
external node, RSFG) was obtained with the theta and beta bands
(Fig. 4), but the greatest significance at the group level (largest t-
statistic values) was obtained in the alpha andbeta bands (Fig. S6A).
For the DMN (seed, LAG; external node, RSFG), the most fMRI-
like topography was observed in the theta and alpha bands (Fig. 4).
Interestingly, we observed a significant band × node interaction.
Stronger correlation with frontal DMN nodes (LMPFC2, LSFS,
RMPFC) was observed in theta as compared with alpha or beta
bands (Fig. S6B). Unambiguously, no long-range gamma band
power correlations were obtained even afterMCWepoch selection.

Discussion
We report the observation of MEG cortical RSNs. Specifically,
MEG power exhibited slow (<2 Hz) spontaneous fluctuations
temporally coherent within distributed functional systems with
topography resembling well-characterized fMRIRSNs.MEGRSN
topography was stronger andmore specific with power restricted to
lower (theta, alpha, beta) in comparison with higher (gamma)
frequencies. Because MEG signals are unambiguously of neural
origin, our findings add to accumulating evidence that RSNs are
fundamentally a neuronal (5–7, 19) as opposed to a vascular phe-
nomenon (20). There were also important differences between

Fig. 4. Band-specific nonstationary MEG connectivity. (Left) Dorsal attention
network (DAN; seed, LpIPS; external node, RSFG). The represented quantity is
the t statistic as in Figs. 1 and 2 and one horizontal slice containing the main
DAN nodes is shown (z = 50, MNI152). (Right) Default mode network (DMN,
seed, LAG; external node, RSFG). Two horizontal slices containing the principal
DMN nodes are shown (z = 34 and z = 23). No MCWs were identified in the
gamma band for the DMN, indicating that this band contributes less to the
connectivity than the others. The central part of the brain has beenmasked due
to the limited accuracy of inverse source localization in that region.
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MEG and fMRI: fMRI networks are largely stationary and bilat-
eral; MEG networks appeared to be strongly nonstationary. Non-
stationarity manifested as transient periods of correlation between
nodes of a network, with stronger coupling between nodes within
hemispheres than across hemispheres.

Spectral Characteristics of MEG RSNs. Spectral analysis of MEG
power time series was broadly concordant with previous analyses
of band-limited local field potential power (7, 21) in showing a
characteristic 1/f-like distribution. Interestingly, total inter-
dependence (17) exhibited a relative local maximum at ∼0.1 Hz
(Fig. 3D) that has been reported also in spontaneous BOLD
fluctuations (22). These features raise the possibility that ∼0.1-Hz
periodicity of cortical hemodynamic signals, originally thought to
be intrinsic to the vasculature (23), may actually be of neural
origin. Recent computational work has emphasized that 0.1 Hz is
a frequency at which the coherence of spontaneous gamma os-
cillations is optimized given plausible anatomical connectivity,
realistic noise, and transmission delays (24).
MEGRSNs were spatially more specific for power within lower

in comparison with higher frequencies. Sharper topography was
obtained in beta and theta bands for the DAN, and in theta and
alpha bands for the DMN (Fig. 4). In the DAN, a network spe-
cialized in the control of spatial attention (25), the strength of the
correlation was strongest in the alpha band (Fig. S6). This finding
agrees with a large body of literature on the association between
alpha power modulation, attention states, and cortical informa-
tion processing (26). It also confirms an association betweenDAN
topography and alpha power fluctuations previously reported in
simultaneous EEG-fMRI studies (27, 28). Finally, interference by
transcranial magnetic stimulation of activity in FEF and pIPS,
core regions of the DAN, has been recently shown to lead to
disruption of both spatial attention and alpha rhythms (29).
In the DMN, sharper topography and stronger correlation,

especially among prefrontal nodes (LSFS, LMPFC, RMPFC),
was observed in the theta as compared with alpha or beta bands
(Fig. 4). This finding is consistent with the typical frontal theta
power distribution during resting wakefulness (30), and the
association of theta activity with working memory (19). Moreover,
a recent study reported a trial-to-trial association between
theta power changes and BOLD deactivations in MPFC during
working memory (31). Finally, a large body of animal and human
literature relates hippocampal-prefrontal theta to memory (32),
and memory to the DMN (33). It must be noted that gamma-band
(27-70 Hz) activity contributed much less to both DMN and DAN
RSNs in contrast to that observed with ECoG. Gamma-band LFP
strongly relates to BOLD signal responses to stimulation (34), and
long-range gamma coherence changes have been reported during
visual attention tasks (35). Spontaneous (not task-evoked) long-
range interactions in the gamma band have been less well studied,
but have been recently reported between visual regions during
invasive recordings in animals (6, 7), and between sensory-motor
regions of one hemisphere (5) and left and right auditory cortices
(7) in humans. In our case, the absence of long-range gamma
power correlation is ambiguous. The volume of tissue con-
tributing to LFP signals is small (a few mm3) compared with the
source volume contributing to MEG (a few cm3). This volume
difference is relevant because the spatial scale of synchronous
activity tends to be inversely proportional to temporal frequency
(36). Thus, relatively poor spatial specificity may, in part, account
for a reduced contribution of gamma band LFP power to MEG
RSNs. It is possible that stationary large-scale spontaneous
interactions will be more evident by considering cross-frequency
relationships between fast and slow rhythms (37, 38).

fMRI vs. MEG: Stationarity vs. Nonstationarity. One of the most im-
portant findings of this studywas thatMEGpower time seriesRSNs
are markedly nonstationary, which stands in contrast to the fMRI

experience. Moreover, the topography of MEG RSNs was more
complete, bilateral, and similar to known fMRI topography when
this nonstationarity was taken into account by selecting epochs using
the MCW algorithm. Epochs of high correlation among a subset of
nodeswithin anetwork also showedhighcorrelationwithotherparts
of the network. A control experiment involving arbitrarily selected
nodes showed that the topography of the nonstationary DAN and
DMNwas not an artifact of theMCWalgorithm (details in SI Text).
The discrepancy between electrophysiological and BOLD mea-

sures with regard to stationarity is not unexpected. Nonstationarity
of the power spectral density of theEEGhas beenwell documented
(39). More recently, nonstationary interregional relations in po-
tentials recorded from the surface of the cat cerebral cortex were
reported (40). In addition, nonstationary neuronal dynamics on a
time scale of seconds has been theoretically simulated in models
based on the known anatomical connectivity of the macaque neo-
cortex. These simulations also show a rich temporal structure of
cortical electrophysiology atmultiple time scales (24, 41, 42). Strong
and stationary correlation involving homologous regions of the
cerebral cortex is a robust feature of fMRIRSNs. In contrast,MEG
power correlation occurs more frequently between regions of the
same hemisphere than between regions in opposite hemispheres.
This feature has been reported at much greater spatial resolution
during bilateral LFP recordings in rat cortex, indicating that spon-
taneous (not task-evoked) oscillations occur predominantly within
one hemisphere and are only loosely coupled between hemispheres
(43). This physiology likely reflects the difference between intra- vs.
interhemispheric callosal connections that are fewer, more variable
in size, and contain a much higher proportion of nonmyelinated
slow-conducting fibers (44). These anatomical features imply
interhemispheric delays ranging from 5 ms for large myelinated
fibers (of which there are relatively few) to 300 ms for thin non-
myelinated fibers (44). Higher temporal variability of interhemi-
spheric MEG power correlations may reflect the larger temporal
dispersion in callosal as compared with intrahemispheric pathways
where synaptic delays are much shorter (5-10 msec). Typically
strong interhemisphericBOLDcorrelationmay thus reflect the fact
that neurovascular coupling excludes faster frequencies (nominally,
frequencies >1 Hz).
The present findings suggest the possibility that MEG power-

based and BOLDRSNs are manifestations of distinct physiological
processes within similar if not identical anatomical substrates. The
same axonal pathways could just as well support nonstationary as
stationary processes. fMRIRSNsmight represent functions that are
relatively stable, as they strongly overlap with the connectional
anatomy (45) and are only weakly modified by major state tran-
sitions such as sleep (46) or anesthesia (45). In contrast,MEGRSNs
are more transient, and potentially more susceptible to behavioral
modulation. Speculatively, under resting conditions, connections
supportingmorehighly synchronized activity (e.g., intrahemispheric
with shorter and less variable temporal delays) emerge as robust
RSNs. Conversely, regions indirectly ormore variably connected (e.
g., nonhomologous regions in the two hemispheres) synchronize
only transiently. The whole network then becomes more fully
engaged in response to environmental stimuli or cognitive states.

Materials and Methods
See SI Text for additional details.

Subjects, Procedures, and Acquisition.A total of 13 fMRI (four runs, 6min each)
and MEG (three runs, 5 min each) datasets were acquired in healthy young
adult subjects; 10 subjects (mean age 29 ± 6 years, five females) contributed
both MEG and fMRI datasets in separate sessions. BOLD time series were
acquired using a 1.5 T Siemens Vision scanner (TR = 2.163 s; 3.75 × 3.75 mm
in-plane resolution; slice thickness = 8 mm). Neuromagnetic signals were
recorded with the MEG system developed at the University of Chieti (47)
that includes 153 dc SQUID integrated magnetometers and coregistered to
the fMRI data following a procedure described in SI Text.
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fMRI Analysis. fMRI correlation maps were generated using the pipeline
developed at Washington University (3, 11, 13).

MEG Analysis. An extension of the Independent Component Analysis (ICA)
algorithm described in ref. 48 was employed to automatically classify and
remove artifactual MEG components. Artifact-free MEG signals were recon-
stituted from the remaining ICs, and source-space current was reconstructed
by a weighted minimum-norm least squares (WMNLS) procedure imple-
mented in Curry 6.0 (Neuroscan). This step yielded

q jðtÞ ¼ ½ qjxðtÞ q jyðtÞ qjzðtÞ �′; [1]

the source-space current density vector at voxel j at time t. Power time series
at voxel j was computed as

pjðtÞ ¼ ð1=TpÞ
ðtþTp

t

jqjðτÞj2dτ; [2]

where Tp ¼ 400ms. Power time series were reconstructed from wide-band
(1-150 Hz) MEG signals and on the basis of qjðtÞ (see [1]) restricted to the
theta (3.5–7 Hz), alpha (8-13 Hz), beta (14-25 Hz) and gamma (27-70 Hz)
bands. Correlation time series between voxels j and s (the seed) were com-
puted using the Pearson product moment formula. Thus,

rsjðtÞ ¼

ÐtþTr

t
½psðtÞ− �ps�½pjðtþ τÞ− �pj�dτffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiÐtþTr

t
½psðτÞ− �ps�2dτ

ÐtþTr

t
½pjðτÞ− �pj�2dτ

s
;

[3]

where Tr is the epoch duration and overbars denote the mean over the
appropriate interval. In analyses assuming stationarity, rsj was evaluated and
averaged over eight nonoverlapping segments ðTr ≈ 37secÞwithin 5-min runs.
In analyses taking nonstationarity into account, the maximal correlation
window (MCW) algorithm identified epochs of high within-network corre-
lation on which to evaluate rsjðtÞ ðTr ¼ 10secÞ.

The MCW algorithm accepts as input power time series from four nodes
(one ofwhich is the seed) belonging to an fMRI-defined RSN plus one external
node. The objective of this algorithm is to identify epochs in which the least
within-network correlation is above a threshold, whereas the correlation
between the seed and one external node is minimal (49).
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